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Closing Thu:  Taylor Notes 3 polynomial for f(x) = v/x at x = 4.
Final: Sat, June 2, 5:00pm, KANE 130 _ Use it to estimate V4.5,

Eight pages, covers everything. - Use your calculator to find the

difference between this estimate

Taylor Notes 1 (TN 1): and the actual value.

Tangent Line Error Bounds
Goal: Approximate functions with
tangent lines and get error bounds.

Def’n: The first Taylor polynomial for
f(x) based at b is

Ti(x) = f(b) + f(b)(x —b)

y = £'3)(x-3)+(3)
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Bounding the Error Example: Using the theorem, give an

Given an interval around x = b error bound for |vx — T;(x)| based
(ile.b—a<x<b+a) at x = 4 on the interval [3.5, 4.5].

Tangent Linear Error Bound Thm
If |f”(x)| < M for all x, then

f () =Ty ()] < 3 |x — bJ2

To use
Step 1: Find f”(t).
Step 2: Find an upper bound (max)
for |f”(t)| on the interval.
Put this in for M in thm.
Step 3: Plugin x = “an endpoint” to
get worst case error bound.



Example: f(x) =In(x) atbh = 1. x | f(x) | Ty(x) | |f(x) — Ty ()]
0

(a) Find the 1%t Taylor polynomial. 1 0 0
(b) ]Esz ths errc()jr bouhnd formula to 12101823 | 0.2 0.01768
t|hn .at ounI J ?n ic/ze :r/rzor over 14 03364 | 04 0.06353
e interval J = [1/2, 3/2] 0.9 -0.1053| -0.1 | 0.00536

(c) Find aninterval aroundb =1
where the error is less than 0.01.



Proof of error bound for x > b: Then note

Start with f(x) — f(b) = [, f'(D)dt.
Do integration by parts,
(withu = f’(t), dv = dt,
du = f'(t), v =t- x)
to get
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Rearrange to get

FO) = fB) = ' B)x =) = [ = 0" @de
b

Thus,

1f(x) —T,(x)| =

J(x —t)f"(t)dt
b



Note about “Bounds”: 2. |x — 3| on[1,5]
An upper bound, M, is a number that

is always bigger than the function.

The smallest possible upper bound is

sometimes called a tight bound.

Examples: Find any upper bound (if it
is easy to do so, find a tight upper
bound).

1. | sin(5x) | on [0,2m] 3 ‘(2 1 3
—X

on [-1,1]



4. |sin(x) + cos(x) | on [0,2r] 5. [cos(2x) + e2* + | on [1,4]
X



Example (you do):

Let f(x) = x3 and b = 8.
(a) Find the 1% Taylor Polynomial.
(b) Give a bound on the error

over the interval J =[7,9].



(TN 2/ 3): Higher Order Approx.

The 2" Taylor Polynomial (or
guadratic approximation) is given by

1
T,(x) = f(b) + f'(b)(x = b) + = f"'(b) (x — b)*

The quadratic error bound theorem
(Taylor’s inequality) states:

on a given interval [a,b],

if |f"""(x)] < M, then

f () — T, (@) < |x — b|?

Example:
Find the 2" Taylor polynomial for
f(x) = x1/3 based at b = 8 and find the

error bound on the interval J =[7,9].



Taylor Approximation ldea:

If two functions have all the same
derivative values, then they are the
same function (up to a constant).

To explain, let’s compare derivatives of
f(x) and Tz(x) at b.

To(x) = £(b) + f'(b)(x — b) + f"(b)(x — b)?

1
T3() = f'(0) + " (0)2(x = b) = £'(b) + f"(b)(x — b)
T3 (x) = £ (b)

T2 (x) = 0

Now plug in x = b to each of these.
What do you see?
Why did we need a ) ?

What would T3(x) look like?



nt" Taylor polynomial
fB) + £ ()Cx = b) + £ (B)(x = b)2 + = "' (B)(x — b)® + -+ — F W (b) (x — b)"

In sigma notation:

=1
TG0 = ) = f®(b)(x - b*
k=0

Taylor’s Inequality (error bound):
on a given interval [a,b],

if |F "tV (x)] < M, then
F () = Tp(x)] < —

(n+1)!

|x_b|n+1



Side Note:

For a fixed constant, a, the expression
k
% goes to zero as k goes to infinity.

: _ p|n+l
So the expression D) |lx — b|"" ",

will always go to zero as n gets bigger.

Which means that the error goes to
zero, unless something unusual is
happening with M, which will see in
examples later.



